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Introduction

uA big part of performance analysts time is dedicated to find and 

tune system components and applications which use an 

excessive amount of CPU

uAs you know, the CPU usage determines a large portion of 

z/OS hardware and software costs

u In the last years, software costs have become the most critical 

issue at most of the z/OS sites 
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Introduction

uWhen the software pricing is based on the monthly peak of the 

MSUs used in 4-hour rolling average, performance analysts 

focus mostly on the workloads contributing to those peaks

uWith the advent of TFP (Enterprise Consumption solution) the 

situation is changing: all the MSUs are now relevant for the 

software bill, no matter the time of the day when they are used

uSo, with TFP, identifying and eliminating any MSU waste has 

become even more important than before
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Introduction

uIn the last machine generations, IBM has identified the ñStore 

Into Instruction Streamò (SIIS) issue as possible reason for a 

reduction of the processor cache effectiveness and a 

consequent significant increase of CPU utilization

uAfter a short overview of the SIIS issue we will provide formulas 

and report examples to help you evaluate amount of MSUs 

wasted in your systems because of SIIS events

uWe will also provide suggestions on what you need to do to 

identify SIIS culprits
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SIIS overview

uWorkload CPU consumptions strongly depend on how your 

application code fits the processor cache design of current Z 

processors

uThe processor architecture of modern IBM machines expects to 

execute code which respect the following rules:

Áseparation of data and instructions in different cache lines 

(256 bytes)

Álocalization of storage references 

Áno self-modifying code
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SIIS overview

uWhen a program violates these rules a SIIS event happens

u Instructions need to be re-fetched from the L3 cache with 

consequent performance degradation and increased CPU 

consumptions

uAn access to L3 cache will require much more CPU cycles than 

an access to L1 or L2 cache
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SIIS overview
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z15 processor cache architecture



SIIS overview

uHow many L1 miss 

with z15?
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SIIS overview

uWhere L1 miss 

come from?
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SIIS overview

uWhat is the penalty 

when accessing the 

different cache 

levels?
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%L1 %L2 %L3 %L4L %L4R %MEML %MEMR

Serie1 2 8 16 64 96 128 192

Estimate 
CPI



SIIS overview

uModern compilers have been written with processor 

architecture in mind, so the SIIS issue normally arises with old 

user-written assembler programs

uExamples of some of the more commonly seen poor 

programming assembler practices, which result into SIIS, can 

be found, together with coding guidelines, in: ñIBM Z System: 

Remediation of Programs with SIIS Impactsò by Kathy Walsh

uHowever a bug is always possible also in IBM or ISV software
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Evaluating the SIIS impact

uTo evaluate the SIIS impact you can calculate the %SIIS index 

which represents the percentage of L1 instruction cache miss, 

due to SIIS events, compared to the L1 instruction cache miss 

total

uTo calculate %SIIS you need the basic and extended counters 

provided in SMF 113 records

Á%SIIS = E163 / B2 * 100 for z13/z13s

Á%SIIS = E164 / B2 * 100 for z14/z14-ZR1

Á%SIIS = E164 / B2 * 100 for z15-T01/z15-T02
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Evaluating the SIIS impact

uE163 ïA directory write to the Level-1 instruction cache 

directory where the returned cache line was sourced from an 

On-Chip Level-3 cache with intervention (z13)

uE164 ïA directory write to the Level-1 instruction cache 

directory where the returned cache line was sourced from an 

On-Chip Level-3 cache with intervention (z14 and z15)

uB2 ïLevel-1 instruction cache directory write count (z13, z14 

and z15)
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Evaluating the SIIS impact

uDifferent actions are suggested, depending on the %SIIS 

levels(*):

(*) Identifying ñStore Into Instruction Streamò (SIIS) Inefficiency by Using CPU MF Counters ïJohn Burg - WP102806
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